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Abstract: The introcluction of human brain functions such as perception
and cognition into the computer has been made possibLe by the use of
Artificial Neural Network (ANN). ANN are computer models inspired by
the structure and behavior of neurons. Like the brain, ANN can recognize
patterns, manage data and most significantly, learn. This learning ability,
not seeu in other computer models simulating human intelligence,
constantly improves its functional accuracy as it keeps on performing.
Experience is as important for an ANN as it is for man. It is being
increasingly used to supplement and even (may be) replace experts, in
medicine. However, there is still scope for improvement in some areas. Us
ability to classify and ioterpret various forms of medical data comes as a
helping hand to clinical decision making in both diagnosis and treatment.
Treatment planning in medicine. radiotherapy, rehabilitation. etc. is being
done using ANN. Morbidity and mortality prediction by ANN in different
medical situatioos CUD be very helpful for hospital management. ANN has
a promising future io fundamental research, medical education and surgical
robotics.
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INTRODUCTION

Many instruments used in medical
investigations and therapeutic interventions
depend upon digital computation. Modern

artificial neural networks

medicine

computers are based On central processors
that add and multiply binary numbers.
Tasks such as calculation, word processing,
image processing and robot control are done
by translating them into binary operations.
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But these uses of computer, impressive as
they are, may gradually appear less
important. In the quest to understand and
duplicate the elements that constitute
human intelligence computer technology has
taken a bold step ahead. From just being
able to perform complex tasks much better
and faster than the brain, the computer is
now making attempts to emulate capabilities
of human intelligence such as pattern
recognition, vIsion, innovation and
creativity. It is steadily evolving from the
status of a machine to that of a responsible
and respectable partner. Attempts are going
on to make the computer capable of not only
assisting man in doing certain tasks but
doing that job itself independent of human
beings. This level of performance is
becoming increasingly possible by the use
of ARTIFICIAL NEURAL NETWORK
(ANNL In this paper we have attempted to
explain how ANN and some facets of its
functioning. Use of ANN in different fields
of medicine has also been dealt with.

Whenever cognitive abilities of computer
are discussed I doctors usually think of
softwa!'e for clinical diagnosis or
interpretation of investigative data. But
such software has often been found to be
unsatisfactory for the needs of doctors. Most
of the programs available with doctors are
Expert Systems (ES). Now ANN is
increasingly proving its promise as a better
alternative in medical diagnosis and
treatment. In the subsequent few
paragraphs it has been attempted to explain
how the expert system functions better than
the conventional algorithm-based programs,
and also how ANN is better then expert
systems.

Expert systems (knowledge-based
systems) also simulate an aspect of human
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cognition. An expert system is a computer
program that embodies "expertise" about
something and is supposed to be capable of
reasoning like an expert. The knowledge is

stored as rules (heuristics) of IF ... THEN
format. This is based 00 the assumption that
human experts handle problems through
such heuristic (rule-based) techniques.
Heuristics are rules of the thumb often used
by human experts. In contrast, conventional
algorithms written for computer programs
represent procedures, that, if followed
meticulously will eventually produce a
solution to the problem, but need more time
and processing effort than heuristics.
Heuristics are shortcuts which, if they
manage to produce a solution, are likely to
do so in less time and with less processing.
Let us consider a problem and see how a
solution can be found using algorithm as
well as expert system-based solutions.

Problem: To find the book titled "Neural
Network" in a library. IShelf "A'" contains
books with titles starting with letter "A" and
so on.J

(Two types of solutions are possible. Both
are described below.)

Algori thmlc solution

Step 1 ; Find Shelf A book I, compare the
title with Neurai Network. If book
is found, stop searching. Otherwise
do the next step.

Step 2 : Find Shelf A book 2, compare the
title with Neural Network. If book
is found stop searching. Otherwise
do the next step.

Step 3 : Find Shelf A book 3, compare the
title with Neural Network. If book
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is found stop searching. Otherwise
do the next step.

Continue till end of shelf Z (last book) or
the book 'Neural Network' is found.

Heuristic solution

First, check the books in shelf 'N'.

If not found, then check in 'M' or '0'.

The rule used is: If the book "NeuraL
network" is not found in the shelf 'N' then
it might be in alphabetically nearby sheLves
tM' or '0')

To compare an expert system with ANN
we will take another problem as an example.

Problem: To identify an apple.

One might give the following rule to an
expert system.

JF shape of the subject is round and its coLor
is red and it is a {mit. THEN it is an apple.

The rule may be made more elaborate by
including more features of the 'apple' or
more rules may be added. After exhausting
all reasonable rules, one mjght safely
consider that this expert system contains
most of the knowledge regarding an apple.

However, there is a snag. It is possible
that some other object has all the
characteristics that are speci fied in the
rules, and is yet not an 'apple'. If such an
object is presented to this "expert system",
shall it not make a mistake and consider
this object to be an 'apple'? On the other
hand, some special varieties of apple may
not have some major features of commonly
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available apples. Hence while framing rules
one needs to include also rare situations,
and this task of bringing rare situations
under the umbrella of rules becomes a
difficuJt task.

This is the point at which ANN
significantly differs from the expert system
(ES). ANN does not work on the indirect
basis of rules provided to it; it is directly
"trained" by examples. For the apple
recognition problem, the ANN shall have to
come across a number of apples using
suitable and adequate number of interfaces.
During these exposures (training), tbe ANN
shall extract features that constitute
"apple ness". In other words, unlike ES
where knowledge is made explicit in the
form of rules, ANN generates its own 'rules'
by learning encounters. Rather than being
programmed, the neural networks are
'trained' by presenting sets of inputs. In
con trast, ES uses a logically complete set of
rules that are followed sequentially to
produce an output from a set of inputs.
While processing data an ES takes a serial
or sequential progression through a number
of IF-THEN rules; in contrast, the
processing in ANN is of the parallel type
analogous to that in the brain. Acquiring
the knowledge base for an expert system is
a very difficult process. The effectiveness
of the expert system is totally dependent
upon the completeness and accuracy of the
rules. On the other hand, the rules in an
ANN are implicit in the training data
provided to the network. But still, expertise
is needed to ensure correct feeding of data
to the network.

Especially in the case of problems that
might require a very large number of rules
to be handled by an expert system, ANN is
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a good alternative. For example, using ANN
techniques, a speech recognition system
NetTaLk (1) learnt to recongize an almost
unlirni ted vocabulary from a small training
set of words. It has been estimated that this
performance would require some 300,000
linguistic rules if attempted by an expert
system.

Before describing ANN, it would b~

appropriate to look into some of the most
important functional modalities of computer
and brain. The computer performs step-wise
algorithms (programs) sequentially one after
the other and stores information at some
particular locations in its memory-unit. The
computer is controlled by a complex Central
Processing Unit (CPU) which is located
on a silicon chip and is capable of
arithmetic (addition, subtraction, etc.) and
some logical operations (i.e., comparison and
discrimination between two given quantities
and to decide whether a statement is true
or false). On the other hand, the brain relics
on highly distributed representations and
transformations operating in parallel and
appears to store information in variable
strength connections called synapses (2). In
contrast to the CPU in computer, the brain
carries a distributed control through billions
of densely interconnected neurons (each
neuron may be considered a simple
processing unit). It is this "parallel
distributed processing" in the brain that sets
it apart from any traditional computer.
Conventional computer does some tasks
(numerical computation, fast repetitive
operations) better than the brain, but is
incapable of handling information that is
fuzzy, probabilistic, noisy, inconsistent, or
mutually interacting. Especially in areas
requiring pattern recognition ability by
interpreting the pattern of signs, symptoms
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and images (e.g., in diagnosis of diseases)
it is a poor substitute. With appreciation of
this limitation, the computer scientists took
the hint from neurophysiology and started
building systems modeled after the structure
of brain. The intention was to impart some
cognitive abilities to these systems.

The starting point for studying ANN 1S

a model of a cell of the living brain: The
Neuron. The model was first suggested by
t.he neurophysiologist Warren McCulloch
and the logician Walter Pitts (3). In 1943,
they developed a simple model of variable
resistors and summing amplifiers that
represent the variable synaptic connections
and the operation of the neuron body (soma)
respectively. It is the influence of this model
that sets the mathematical tone of what is
being done today.

In the human brain, a t.ypical neuron
collects signals from others through a host
of fine structures called dendrites. The
neuron sends out spikes of electrical activity
through a long, thin strand known as axon,
which, at its end, splits into thousands of
branches. At the end of each branch, a
structure called synapse converts the
activity from the axon into electrical effects
that inhibit or excite activity in the
connected neurons. When a neuron receives
executory input t.hat is sufficiently large
compared with its inhibitory input, it sends
a spike of electrical activity down its axon.
Learning occurs by changing the
effectiveness of the synapses so that the
influence of one neuron on another changes (4).

Artificial Neural Networks (ANN) are
computer models inspired by the structure
and behavior of biological neurons. They go
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The simplest ANN is the single-layE!'r
perceptron (sometimes called two-layer

perceptronL This was developed by Frank
Rosenblatt in 1958 (5). There are two groups
of units: the input units and the output
units. Fig.2 shows a one-layer perceptron
containing five input units and one output
unit. The input units are directly connected
to the output units. The input-units simply
transmit the input values (Xi)' During
transmission the value becomes multiplied
by some weightage (wi) and reaches the
output unit(s). It is the output-unit that does

by many other names, such as neural nets,
connectionist models, artificial neural
systems and parallel distributed systems.
Like the brain, ANN can recognize patterns,
manage data, and most importantly, learn.
An ANN is made up of interconnected
processing elements of 'units' (Fig. 1) which
represent tbe bodies of the neurons. These
units may be software elements or hardware
elements. Considering the detailed
biochemical complexity of the' living cell,
this 'unit' is a rather simplified version of
the real neuron. However, the actual power
of the ANN derives not from the complexity
of individual processing units. but from the
interconnectedness of the whole network
and the way in which it processes
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Fig. I : An artificial neuron (UNIT) processes signals that arc in the form of numerical values. Each inp~L aeLivity
(or value) is mulLiplied by a llumber called the wieghl. The 'unit' adds together the weighted Inputs. It
ihen computes the output activity using an input-to-out.put (adivation) function. There are various typ~s
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Fig. 2 ; A single-layer perceptron containing 5 input-units <shown as dark circles) and 1 output-unit (shown as
a white circle). The input-values (x j ) reach the input-unit wh ich pass on these values along the conllection.'!.
The output-unit does two operations. First. it multiplies each input-value with the weight (wi) of the
connection through which it passes, and then adds up all the weighted illputs to calculate 'total weighted

,
input' I, XI W, .

I _ I

Next, it run.'! the result of t.he first step (tot~l weigh Led input) through an activation function If( )1 to
compute the output-value. The moat commonly used activation function is the sigmoidal function

the processing. The processing 'units' of the
single-layer perceptron are always located
in the output layer; the input units simply
pass the input values forward. The weighted
inputs to an output unit are summated

(w, Xi)' After summation it is operated by a
function (activation function). If the result
of this function exceeds a given threshold,
then the unit fires, that is, it produces an
output. Clearly, the perceptron (as also
other types of ANN) can be described as a
grou p of interconnected m a thema tica I
equations that accept input data and
calculate an output based on this input. This
single-layer perceptron can only decide

whether a set of input data belongs to any
one of the two categories (linear
discrimination). Unfortunately, such a
scenario where data can be separated by a
linear function is rare in medicine (6).

Hence, this simple network is not much
useful.

A multilayer perceptron is the next
choice. This was developed by Rumelbart,
Hinton and Williams in 1986 (7). In the
simplest form, it contains, in addition to the
input and output units, another layer
(hidden layer) that consists of one or mo.re
units (Fig. 3). This layer is placed between
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The additional hidden layer(s) in the
multilayer networks lead to increased
efficiency of the network. For example, a

fIg. 3 : A common IHlificial neural network con i ts of
3 layers of units (sh wn as closed dark circles
jn the diagram) that are fully connected. The
nctwork shown here has 4 input-units, 3
hidden-unit and 2 output-units. Activity passes
from the input-units to the hidden unila
and finally to the output units. The lines
represeDt the connectiviti,,~ between the
units. The varying thickncss of the lines
suggests that different connections have
different weight.

the input and the output layers. The input
units are now connected to the hidden layer,
which in turn is connected to the output
units. The input units pass the weighted
values to the hidden uoits(s) for local
processing. In this respect a typical uoit of
the hidden layer is similar to a typical unit
of the output layer: both (l)sum up the
weighted inputs, (2) operate that sum
through a function, and (3) compare it with
a threshold value. A more complex
multilayer perceptron may contain more
than oue hidden layer. The optimal number
of hidden units/layers required to perform
an arbitrary work is generally found by trial
and error.

ANNs are specified by the characteristics
of the 'unit' (processing element), the
network architecture, and the training or
learning procedures they follow in order to
adapt the weights. The unit might be a
software (part of a program, a variable, or
a location in memory that stores some
information) or hardware element (a full
Oedged processor, similar to the CPU of
personal computers). ANNs of the latter type
are run on special computers in which
multiple processors work in parallel. Most
ANNs described in medical literalurp belong
to the software category. Even within the

The input to the input units can be a
set of signs, symptoms, images (microscopic,
radiographic, tomographic, etc.), waveforms
(EEG, ECG, EMG, etc.) numerical values
(e.g., serum chemistry data), etc. The
expected output can be the diagnosis of a
disease, classification of an image (e.g.,
benignJmalignan t, ischaemic/non-ischaem ic),
or outcome prediction (morbidity,

mortalit.y), The number of input units
depends upon the complexity of the problem

under study.

Fig,3 shows a 3-layer feed-forward

perceptron. Each of the hidden and output
units does local processing in exactly the
same manner as the output unit of the
single-layer perceptron. It then passes on
tbe information as its output.

single-layer perceptron is capable
of accurately representing AND and OR
binary operators but not the exclusive-or
(XORl operator. A 3-layer (multilayer)
perceptron is required to model XOR
operation.

OUTPUT

"'not'!'
l rrs

I
l'JIS

---+-_---~Il
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by Jordan (8). The examples shown in Fig.
2 and Fig. 3 are feed-forward nets as
information always proceeds in one direction
only (from input units to output units). A
feedback or recurrent net is one where
information can find its way around a loop
from the output back to the input. Fig.4
and Fig.5 show simple feedback nets
containing loops from the output to one of
the input or hidden units. Sometimes such
networks have complete connectivity, with
very slight distinction made between input,
hidden and output units. Adding feedback
expands the network's range of behavior,
since its output now depends on both the
current input and network-states. But one
has to pay a price: longer time taken by the
ANN to recognize its inputs.

OUTrliT-UNTrINPUT-1JNTTS

software type of 'unit' there can be
variations, e.g., the activation function
(described above) might be different in
different ANNs.

Network architecture falls into two
broad classes; feed-forward and feedback
(recurrent). Feedback network was defined

INPUTS ---to..--,..----3l.--or---. Olffi'lH

Pig. 4 : A si mple feedback network consisting of 3
inpul-uni l8, 3 connections leading to 1 output
unit and 1 feedback loop where information can
now from the output to ODe of the input-units.
The arrows i nd kate the direction of now of
information.

Fig. 5 : A multilayer feedback network consisting of 4
input-units, 3 hidden-units and 2 output-units.
In the network shown here, there are 2
feedback loops. One loop goes from the output·
unit to one of the input-units. The other loop
connects one output·unit to one of the hidden·
units. The arrows indicate the direction of now
of information.

Hopfield networks

Feed-forward nets, such as the
multilayer perceptron, are always stable:
they never enter a mode in which the output
IS continuously changing. But their
behaviour is limited. In case of feedback
networks, its input is continuously modified
by the previous output. Hence the
possibilities of output become much more.
It is possible that a feedback net reaches a
condition in which the recirculated output
no longer changes the network state, that
is, it reaches a 'stable' state. However, there
are other possibilities, such as cyclic
behavior, or chaos, where the network
wanders endlessly and unpredictably from
onc state to another. Predicting which
feedback networks would be stable was
difficult until the discovery by John Hopfield
in 1982 (9,10). He showed that
symmetrically connected feedback
(recurrent) nets are not only stable, they

OUTPUT

OUTPUT
UNITS

HIDDEN
II NITS

",PlJl'
UNITS

----..-1------

INPUT
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are also capable of associati ve memory, that
is, they are capable of completing the
information in a stored record in response
to the presentation of part of that full
record. This is important, since associative
memory forms an integral part of human
behavior, e.g., recognizing a friend by seeing
only a part of his face. These nets are called
Hopfield nets.

Supervised I earn i ng

ANNs usually operate in one of three
modes. Initially, there exists a training
phase in which connection-weights are
adjusted until the network produces the
desired output. After training, the network's
performance is tested against sets of inputs
whose outputs are known. Testing procedure
is important to understand if the ANN has
really generalized from the examples instead
of simply memorizing them. Only when the
test performance is acceptable, it becomes
operational, that is, capable of performing
the task it was designed and trained to do.
The training phase can be either supervised
or unsupervised. In supervised learning,
there exists information about the correct
or desired output for each input training
pattern presented. Back-propagation is an
example of supervised learning discovered
by Rumelhart (7). In this type of learning,
ANN is trained on a t,aining set ·consisting
of inputs (the probLems that the ANN has
to solve) and the desired outputs (the ideal
soLution.s). Initially the actual computed
output of the ANN (the result of all the
serial and parallel information flow through
the network) may not match with the
desired output. In other words, the network
fails to find the correct solution in the first
attempt. During training, the weights inside
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the ANN are modified in such a way as to
minimize the enor between the desired and
the computed output of the network (4). This
process might take a large number of
iterations to converge but, if the training is
successful, the network becomes capable of
performing the task.

Briefly, a stimulus can be given to the
system (ANN) by initially activating a
particular selection of input-level units. This
activation is propagated throughout the
network via executory and inhibitory
activation links (connections) until output
level units are activated. If the actual
output does not match with the desired
(ideal) output, the system adjusts the
weights of connections, by using some
mathematical learning procedure, in such a
way as to produce a better output next time.
Over many cycles (iterations), the system
will finally settle into a stable state, upon
which the training phase is terminated. At
this point it could be said that the ANN
has finally learnt the task from the given
examples. The system can now handle novel
inputs, which are different from the
examples used to train the system, to
produce accurate ou tputs. This process may
be compared with the way a child first
learns to hold an object. The child sees the
object, tries to grasp it, makes many futile
movements of hands, before it finally holds
the object. Its performance improves over
repeated attempts and finally succeeds.
Once it learns, it can repeat the same task
with utmost ease.

Learning without supervision

The most popular method of training an
ANN (supervised learning using back-
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propagation) has not been accepted by the
neuroscientists as a good model of how the
brain actually learns. Their main argument
is that the brain works not in a supervised
but an unsupervised manner. Nobody
presents us with a detailed description of
the internal representations of the world
that we must learn to extract from our
sensory input. We learn to understand
sentences or visual scenes without any
direct instructions. In the domain of ANN
also 'unsupervi. ed learning procedures' have
been developed. Many scientists have
contributed to this development, one of
whom is Kohonen (1). In this type of
learning, no prior information exists, and
training is based only on the properties of
the patterns. Training depends on statistical
regularities that the networks extracts from
the training set and automatically stores
them as connection-weight values of hiden
units. Two important mechanisms of
unsupervised learning are principal
components learning and competitive
learning. These two m thods are classified
according to the type of represent.ation they
ere'lte of the input data in the hidden units.
Tn principal components methods, the
hidden units cooperate, and the
representation of each input pattern is
d istri bu ted across a IJ of them. I n com peti ti ve
methods, ll1l.' hidden units compete, and the
representation of the input pattern is
localized in the single hidden unit that is
selected.

Self·organizing maps (SOM) (11) arc a
class of Llnsupervi ed neural networks that
are used for sorting items into appropriate
categories of similar objects. SOM addresses
this problem by creating a two-dimensional
feature map of the input data in such a
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way that order is preserved. If two input
vectors are close, they will be mapped to
'units' that are close together in the two
dimensional layer that represents the
features or clusters of the input data. SOl"l
is used to visualize topologies and
hierarchical structures of higher
dimensional input spaces.

Unsupervised learning can be used to
extract a hierarchy of successively more
economical representations. This would lead
to greatly improved speed of learning in
large multilayer networks. Each layer of the
network adapts its incoming weights to
make its representation better than the
representation in the previous layer, so
weights in one layer can h'e learnt without
reference to weights in the subsequent
layers. This strategy eliminates many of the
interactions between weights that make
back-propagation learning very slow in deep
multilayer networks.

Other neural network models

Apart from the types of networks
described above, there are many other types
of ANNs that are structurally and
functionally very diverse. Each is unique in
some characteristic or other (10).

APPLICATION OF ANN IN MEDICINE

Artificial neural networks resemble the
brain to such an extent that they are no
longer comparable with traditional
algorithm-based programs from which they
differ specially in architl'cture, processing
speed and learning ability. Because of the
massive parallelism, ANN is able to process
information much faster. Because of its
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learning ability, it can be used in t.hose
cases where it is possible to specify the
inputs and the outputs but difficult to define
the relationships between them. Not only
that, it continues to learn while in
operation. An ANN is insensitive to
disturbing noise. ft picks up only the
relevant information from 'noisy' data. Such
11 feature makes ANN suitable for diagnostic
purpo es where much unnecessary data
need to be filtered out (for example, in case
of an ill-stained smear or a badly developed
radiograph). Lastly, ANNs are 'robust'
against failure of individual 'neurons'
(unit!». If one or more 'units' arc lost or
damaged, the network is still capable of
doing- reasonably well the task which it had
learnt before the damage. This is because
the knowledge is not localized in any
particular 'unit', but IS distributed
throuO'hout the network. All these features
make ANN more likely to succeed in solving
those medical problems which traditional
com pu ters ca n n ot.

The field of medicine abounds in

problems where signs, symptoms or
parameters of one disease overlap with those
of another and therefore, traditional
statistical techniques (for example,
discriminant analysis) do not help (6). The
physician has to make a diagnosis on the
basis of hislher experience. Could such a
human feat (which is not based on
mathematical rigor) be emulated by some
electronic mechal ism? As would be evident
from a Dumber of studies by researchers in
different areas of medicine, ANN is a
plausible answer.

ANN is being used in vanous fields of

medicine. Its performance has been
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compared with different statistical methods

and, more importantly, with that of the

experts in the concerned fields. In many

situations the performance of ANN is better

or at least comparable.

CLINICAL DIAGNOSIS

Clinical diagnosis is an area where ANN
approach has been applied for more than 5

years (12). Acute myocardial infarction

(AMI) was one of the earliest applications

(3). Because of the life-threatening nature

of this disease, physicians tend to be

overcautious anu make a significant number
of false positive diagnoses. It has been
shown in a multicenter Chest Pain Study

that physicians had a sensitivity of 87.78%
but specificity of only 71% in diagnosing

AMI, while a computer protocol that used

Classification and Regression Tree (CART)

could achieve a sensitivity of 88% and a

specificity of 74% (14). However, better

results were obtained by ANN in a study

conduded at the emergency departmen t of

San Dit'gn Medical Centre. In this study,
an ANN was trained on the clinical pattern

sets retrospectively derived from the cases

of 351 patients hospitalized with high

likelihood of having myocardial infarction.
It was prospectively t sted on 331

consecutive patients presenting with

anterior chest pain. The ability of the ANN
was compared to that of the physicians in

diagnosing AMI. The physicians had a

diagnostic sensitivity of 77.7% and a

specificity of 84.7%. The ANN had a

sensitivity of 97.2% and specificity of 96.2%
(13). This initial prospective study was
extended to include 1070 patients 18 years

or older presenting with anterior chest pain
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who were evaluated by emergency
department physicians and ANN (15). The
physicians had a. sensitivity of 73.3% and
specificity of B1.1%, while the ANN had
sensitivity of 96% and specificity of 96%. In
this study, unfortunately, no comparison
has been made with a standard statistical
technique to make it clear that the
postulated non-linear pattern recognition
ability of the ANN was being used and that
its efficacy was better. The high degree of
sensitivity and specificity shown by ANN in
this study has been disputed by another
group (16). They could achieve 8 sensitivity
of over 90% using ANN, only in a patient
cohort with a very high incidence of
ischaemic heart disease and with modern
biochemical markers of cardiac damage. In
these two studies the ANN has fared better
than the physicians.

Pulmonary embolism (PE) and back pain
are two other areas where comparisons have
been made between diagnostic efficiencies
of human experts and ANN. A study was
undertaken to test the hypothesis that
computer based pattern recognition can
accurately assess the likehood of acute
pulmonary embolism from readi ly obtainable
clinical characteristics (17). ANN was found
to be as accurate as experienced clinicians.
The authors have opined that ANN
assessments are reproducible and consistent
over time. It can assist clinicians in
selecting patients for further investigations
(in this case V/Q scan) and their
interpretation. Use of neural network may
enhance the non-invasive diagnosis of PE
by giving physicians an objective estimate
of the probability of PE.
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IMAGE PROCESSING: Radiology, Histopathology,

Cytology

Image interpretation involves two basic
steps. The first step is to view the image
and compile a list of any abnormalities (the
findings). The second step involves a
cognitive process in which the expert (e.g.,
the radiologist) makes diagnosis based on
the (radiographic) findings. This second step
requires ranking the possible diagnosis by
probability. The first step is a pattern
recognition process; the second step is a
classification or interpretation task. ANNs
are good at both steps, and, in medical
image analysis, are especially used for the
second (classification).

Radiological imaging is, thus, a fertile
ground for testing the abilities of ANN (lB,
19). In an impressive paper (18), Reinus et
al describe a feed-forward network (95 input
units, 45 output units and no hidden units)
which was trained to diagnose focal bone
lesions from plain radiographs. This
particular ANN topology was selected after
evaluating several neural network designs,
including those with hidden layers and
those without hidden layers. Interestingly,
the authors found that this particular ANN
(95-0-45) showed best performance. The
network learnt by "conjugate-gradient
met hod", a mod i fi e d met bod 0 f b a c k 
propagation. Information for input to the
network was coded according to three basic
categories: demographic (age and gender),
gross anatomic and structural data. Twen ty
two structural characteristics were analyzed
and encoded for each pa.tient to define the
radiographic appearance of the lesion for
the network. Imaging features of 709 lesions
were studied that comprised 43 different
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pathologic diagnoses. Overall, the network
was 85.3% accurate in distinguishing benign
from malignant lesions. It correctly
iden tified 163 of 217 (75.1 %) lesions as
malignant lesions and 442 of 492 (89.1%)
lesions as benign. It was 56% accurate for
the speci fie diagnosis; and with a nine-lesion
differential diagnosis, the network included
the correct diagn.osis in the list 87.3% of
the ti me. The network showed overall good
discrimination between benign and
malignant lesions, but failed to identify
malignant lesion as malignant nearly 25%
of the time This is unacceptable for clinical
practice. The authors opine that even if tbe
sensitivity of the network is not currently
adequate for use as a screening device, the
human ohservers might not have performed
any better than the ANN. The performance
of the network appeared to be more strongly
related to how distinctive each pathologic
type was radiographically than to the
number of cases available for training. It
means that while training for the diagnosis
of a particular disease, cases as varied as
possible (having the same diagnosis) should
be fed. The authors have suggested that
neural networks may also be used os
consultants to practising radiologists and as
teaching tools for resident training.

ANN has also been tried fOI" interpreting
chest radiographs (19). The input to the
ANN was in binary form: for example. if
cardiomegaly was present the input unit
representing this trait was set to one; if
not present the unit was set to zero. The
network was trained to choose one or more
diagnoses from a list of 12 possible
diagnoses, based on 21 radiographic
observations made on a series of neonatal
chest radiographs. The performance of the
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trained network was compared with two
experienced radiologists. It was found that
the network agreed well with each
radiologist individually, and this was
greater than the agreemen t between the two
radiologists. The authors hope that the
subsequent studies will demonstrate
superiority of ANN over other health care
personnel (genera I d iagnos tic rad i01 ogi sts,
radiology residents and paediatricians>.
When such ANNs are sufficiently improved
in performance and become available
conveniently to the radiologists or clinicians,
they appear to enhance the overall analysis
of the chest radiographs significantly by
increasing the c0nsistency and accuracy of
working diagnoses.

Where expert systems have not done so
well, ANNs seem to succeed and hence have
been used in various domains of imaging
including PET (20), SPECT (21) and
mammography (22).

In pathology also, picture processing
ability of ANN makes it very suitable for
use in classification of histology/cytology
specimens. The image under the microscope
can be easily 'captured' using a video camera
and then digitized in the computer (that is,
the image is translated into the machine
language of computer). From the dizitized
data it is possible for a neural network to
(i) identify the 'objects' in the slide, (ii)
categorize the features of diagnosic
significance and (iii) classify the sample.
Alternatively, ANN can be used for only the
last step, c1assificabon, based on the
features detected and graded by human
observers. In the previously discussed
paragraphs on ANN and radiological images,
classification was done in some cases by
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hUlnan experts. It must be remembered that
how well the network classifies the sample
will depend upon correct burnan observation
of object features. Input of poor data shall
I ad to deterioration of ANN performance.
Ther fore, to train an ANN properly, good
examples have to be fed to it. Secondly, for
better learning the examples given to the
Iletwork for training should be more in
numbl'r and of varying features. Experience
is as important for an ANN as it is for
human beings.

The problem of d tecting brca t cancer
from c tologic/histologic data has been dealt
with the aid of ANN. ANN classificfltion of
breast cnrcinomas from biopsies on the hasis
of nuclear morphology has been achieved
(23) and the result is at least as good as
the I3ayesian method (multivariate analysis)
of classification. In this study, it was shown
that a custom-made neural network mane
by an experiellced researcher worked better
than the commercially available program
used by less experienced researchers.
Cervical (P3panicolaou) smear screening is
a task, which due to the sheer load of labor
involved, calls of automation. It is very
important to eliminate the false negative
res \l Jts; ;) S with each fals<.! nega ti VI' 1'l.·!Hlrt,
one malignant case remains undetect(~d. And
the clement of human error must be kept
in mind while addressing the false
negativity i sue, especially the cas~.-; where
th C) tologist repeatedly fails to identify the
very few abnormal cells in a smear (24).
However, because of many factors including
bad Slllear, large variations inside a normal
smear, overlap and clustering of cells,
smear-examination could not be subjected
to standard rules and hence, could not be
automated. Only recently, ANNs have been
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designed to classify cells of cervical smears.
A neural network sy tem called PAPNET is
commercially available and has been proved
to be useful for assisting th cytopathologists
in screening of cervical smear (25, 26).

CLINICAL CHEMISTRY: And other laboratory

data management systems

ANN has been successful for prediction
of acute myocardial infarctions from serial
cardiac enzyme data (2'7). Reibnegger et al
(28) dl,yt'!oped a back-propagation network
for cia sifying liver diseas s - fatty live,',
chronic persistent hepatitis and chronic
aggressive hepatitis, b<lsed on clinical
chemistry data, i.e., urinary neopterin,
s rum levels of transaminases (AST, ALT)
and AST/ALT ratio. None of these Jab
parameters is individually capable of
discriminating all the three disea es. Using
all the four variables as input, the network
correctly classified 31 out of 42 ea es.
However, even if a parameter (AST/ALT
ratio) was deleted from input-data, the
network was able to produce the same level
of classification i.e., 31 out of 42. This
characteristic property was not seen in case
of other statistical methods (discriminant
analysis, cla 'sification-and-regression tree),
suggesting that the neural networks are
uniquely capable of (>xtracting important
hidden features (in this case, the ALT/AST
ratio) from given data.

WAVEFORMS

Waveform data (e.g., ECG, EEG. EMG),
being patterns, are amenable to analysis by
neural network models. A network was
trained on 1107 ECGs from patients with
myocardial infarctions (MO regarding 25
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features of the QRS complex from ECG leads
V2 , V3 and V1 . With more than 90% of
specificity, the network had a sensitivity of
about 68% in detecting MI (29)' Another
network (feed-forward, back-propagation)
(30) was used for solving the problem of
diagnostic classification of resting 12-lead
ECGs. The network was trained and tested
on 3253 EeGs from seven classes of subjects:
normal; left-, right-and biventricular
hypertrophy; anterior-, inferior- and
combined myocardial infarction.
Sensitivities and specificities, respectively,
were: normal 90.2% and 92.5%. left
ventricular hypertrophy 59.3% and 98.2%,
right ventricular hypertrophy 31.2% and
98.9%, biventricular hypertrophy 84.4% and
89%, anterior myocardial infarction 51.6%
and 97.8%, inferior myocardial infarction
86.3% and 91.1%, and combined myocardial
infarction 47.1% and 95.3%,

The use of ANN wai-i assesed for ECG
classification on the bases of 12 ST-T
segment features, i.e., ST slope, ST-J
amplitude, the positive and negative
amplitude of the T wave and 8 time
normalized amplitudes of ST-T segments.
After training, the network correctly
classified 399 of 500 ST-T segmenU; of the
test ~et, a result comparable with that
obtained by a human expert on the same
test set (correct classification of 428 out of
500). On comparison with conventional
criteria for classification of ST-T segment
with ST elevation, it was found that, with
similar sensitivity, the ANN performed with
a specificity of 97% verSUS 68% of
conventional criteria (31), These results
are promising, indicating that neural
networks could prove to be useful tools
"if incorporated into conventional
interpretation programs.
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A comparison was made between ANN
and Glasgow 12 lead ECG interpretation
program that uses deterministic logic in the
diagno~is of atrial fibrillation (AF) (32), At
a particular point in the Glasgow program
a decision has to be made as to whether AF
or sinus rhythm with supraventricular or
ventricular extrasystole is present. The
same input parameters used for the
deterministic logic at that point were also
used to train the neural networks. The
result from the test set showed that the
neural network has an equivalent
performance to well developed deterministic
logic. The authors opine, "many years of
e xperi en ce req uired to prod u cc a secti on of
deterministic logic to report atrial
fibrillation can bG replaced rather quickly
by a neural network that performs
essentially in an equivalent manner to the
original logic."

High priced labor (qualified neurologists)
involved in interpretation of multi-channel
EEG data, and the need to reduce the
amount of data that must be recorded from
each patient, are two important reasons that
drive the attempts to automate online (real
time) detection of EEG spikes and detection
and prediction of epileptic seizures. The
literature describes in detail the application
of ANN for EEG analysis (33, 34). Webber
et al (34) have developed an ANN for seizure
detection from EEG data. It contains 31
input. units that represent amplitude, slope,
curvature, rhythmicity and frequency
components of EEG data in 2 sec
epochs. The hidden layer consists of 30
units. The output layer has 8 units
representing various patterns of EEG
activity (e.g., seizure. muscle, noise,
normal). The value of the output
unit representing seizure activity is
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averaged over 3 consecutive epochs and a
seizure is declared when that average
exceeds 0.65. Among 78 randomly selected
files from 50 patients (not in the original
training set), the detector declared at least
ooe seizure in 76% of 34 files containing
seizures. It declared no seizure in 93% of
44 files not containing seizures. It had an
overal false detection rate of only one per
hour. Though there is still scope for
improvement, it shows that ANN can be
utilized to provide a practical approach for
automatic. on-line seizure detection. Tn a
previous study (35) a 3 layer feed-forward
ANN was developed for detection of
epileptiform discharges (EDs). It was
trained on EEG records which were
identified by an electroencephalographer
<BEGer). The study showed that ANNs offer
a practical sol u tion for automated, real-time
ED detection that uses standard,
inexpensive computers (80486, 33 MHz,
personal computer), is easily adjustable to
individual EEGer style and can produce
sensitivities and selectivities similar to
those of the EEGers. Anderer et a1 (36)
trained a feed-forward network to analyze
17- lectrode EEG patterns and diagnose
dementia. ROC analysis showed that the
ANN performed better than statistical
methods (Z-statistic and discriminant
analysis).

An interesting paper by Chen et al (37)
describes the application of ANN in
electrogastrogram (EGG) which is a
noninvasive method of identifying gastric
con tractions using surface electrodes placed
on abdominal skin over the stomach. In the
study, gastric contractions detected by the
EGG were si multaneously compared wi th
the pressure changes in an intraluminal
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manometric probe. The waveform data of
EGG produced from five patients were used
as input to the network (feed-forward with
back-propagation learning, which contained
64 input units. 10 hidden units and 2 output
units). The net.work showed an overall
accuracy of 92% in ident.ifying gastric
contractions from EGG data, a result that
is certainly going t.o interest workers in the
fields of basic and clinical gastroenterology.

MICROBIOLOGY

Paralysis mass spectrometry (PMS) is a
specialized area of microbiology in which the
potential of ANN has been demonstra ted
(38). PMS involves thermal degradation of
a sample and analysis of the resultant
fragments to identify the sample. Chun et
al (38) trained a network to differentiate
three different species of Streptomycetes
using PMS data. The ANN was proved to
be 100% successful.

OUTCOME PREDICTION

For reasons academic as well as
financial, outcome prediction of a patient's
clinical condition/profile, his stay in the
hospital, etc. are becoming increasingly
important and neural networks have been
used for this purpose. A network caD be
trained on clinical variables and used
to predict survival of patients who
undergo some medical procedure e.g.,
cardiopulmonary resuscitation (39), A
neural network has been trained on age,
sex, heart rate, respiratory rate, mean
arterial pressure, clinical Dnd other clinical
variables from 218 patients undergoing
CPR. The trained network had a sensi tivity
of 52.1% and a positive predictive value of
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97% for the pred icti on of fail u re to su rvi ve
following CPR.

A pilot study was undertaken to test the
neural network in the diagnosis and
prognosis of prostate cancer (40). The input
data included patient's age, concentration
of prostate specific antigen (PSA), change
in level of PSA over different visits and
size of prostate (judged by digital
rectal examination and transrectal
ultrasonography). The network was trained
to predict the presence of prostate cancer.
The network performed well in predicting
positive biopsy result (87% overall
accuracy).

Reliable prediction of early outcomes
after liver transplantation has long
remained an elusive goal. Traditional
statistical (multivariate) approaches have
fai led to atta in the sensi ti vi ty an d speci fici ty
required for practical clinical use. Doyle et
al (41) hnve explored the connectionist
(ANN) approach for pred icting patient and
graft outcomes after liver transplantation.
The high degree of specificity (96%) and
sensitivity (77%) achieved with this model,
would make it attractive in clinical practice,
where difficult and irreversible decisions are
often made in anticipation of poor outcomes.

TREATMENT

Effective management of any disease
depends on a number of factors: correct
diagnosis, choice of treatment and
monitoring of the patient's condition during
and after treatment. Each factor, again, is
controlled by many parameters. Because of
the com pi ex in teracti on s between all th ese
parameters, it has not been possible so far
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to model accurately the 'clinical situation'
on a traditional computer. But the research
on nonlinear dynamics and neural networks
offers promise in that direction.

Cochlear implant (artificial ear) is a
device used for helping the profound ly deaf.
It con sists of a speech processor, a h eadsel
transmitter, an implanted receiver
stimulator module, and an electrode array
that together recognize a speech signal and
provide an appropriate electrical stimulation
to the peripheral a udi tory nerve fibres. The
analysis of sound by loudness mapping and
channel selection is the crucial operation
on which the effectivity of the speech
processor depends. [t has been proposed that
use of multi-layer neural networks (with
back-propagation learning) in the speech
processor can lead to significant
improvement in its performance and can
enhaoce speech discrimination and
recognition abilities (42).

Use of ro boti cs in opera ti ng thea ters is
[I recent innovation in surgery. Robots
desig~ed for surgery have three main
advantages over humans. They (i) have
greater three-dimensional accuracy,
especially when Jinked to scanning
technology, (ii) are more reliable, and
(iii) can achieve much greater precision.
Robots have been employed that assist in
genitourinary surgery (43) and show
human-like ability in laparoscopic camera
control (44). As surgical use of a robot
depends upon its ability to process complex
sets of clinical information accurately and
quickly (on the operation table, there may
not be much time; someonc's life may
d e pen don a qui c k dec i s ion! ) . AN N is
expected to be a useful adjunct (45). rts
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parallel processing ability would make it
more capable of handling the massive
in traopera t ive da ta th a n th e con ven tional
computer.

CLINICAL MONITORING

ANN has been used for monitoring blood
pn'ssurc from the supraorbital artery (46).

Using an adhesive pressure pad and
transducer, oscillometric data of
supraorbital artery was collected. in 85

s ubj ects. Th E'S l' data were used to tra in th e
ANN to report diastolic and systolic
pre sure; the results showed that the ANN
measurements tallied well with pressure
measurements from brachial artery
anseu \t:ation and were more accurate than
a standard oscillometric algorithm. The
authors suggest that oscillometric blood
pressure measurements from supraorbital
artery Llsing (ANN) may sometimes be more
useful clinically than standard arm cuff
measu remcnts.

There is a report on the use of ANN for
determination of depth of anaesthesia (47)

using clinical signs, i.e., EEG, color of skin,
pupil size, patient movement, heart
rate (HR), respiration rate (RR), systolic
arterial pre sure (SAP) and mean arterial
pressure.

BASIC r.rEDICAL RESEARCH

Molecular biology, the branch of
medicine that deals with molecular and
subrnolccular phenomena underlying health
and disease, is full of elusive problems.
Prominent among them is the problem of
prediction of secondary and tertiary protein
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structure from amino acid sequence.
Holbrook et al (48) give an elaborate
description of how ANN models fared better
than statistical ones in predicting structural
features of protein from amino acid
sequence.

Brain is a wonderful organ with many
part>; and areas, each with distinct functions
that yet integrate to work as a 'whole'. It is
not only the huge number of neurons (>10 11 )

but the dense connectivity (>10 3 per neuron)
that makes the study of brain and mind both
difficult and exciting. Current thinking in
cognitive neuroscience has both inspired and
been empowered by research in ANN (49).

lVlany complex neurobiological processes can
be modeled using Artificial Neural Networks.
Specifically, an ANN is proposed for
kindling - the phenomenon of generating
epilepsy by means of repeated electrical or
chemical stimulation. The behaviour of this
ANN model has been well correlated with
the actual experimental observations. On
the basis of this, the authors argue that
'kindling' is a process uf 'learning' in which
repea ted electrical/chern ical sti mul ations
increase the efficacy of execu tory synaptic
connections through a mechanism (called
'Hebbian' mechanism) of synaptic plasticity (50).

The theory of ANN has also been
invoked to explain the biological phenomena
at the single neuron level. It is now clear
tha t the action poten ti a 1 gen era ted in th e
neuron during excitation not only traverses
forwards from its initiation site (along the
axon), but can also propagate backwards
into the dendri tic tree, and possibly acts as
an 'acknowledgement signal' to the synapse
that generated the impulse. Could tbis be
compared with the 'back-propagation
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mechanism' of supervised neural networks
(5l)?

The brain may be considered a hybrid
computer that handles both digital and
analog type of informntion. MetrIory may
reside in the concentration of free calcium
in the neuron; in the pre-synaptic terminal;
in the various ionic conductances; in the
different proteins in the post-synaptic
terminal!;. But ve!"y little of this complexity
is renectecl in current ANN literature (51).
In the same paper, Christof -Koch notes,
"Indeed, we sorely require theoretical tools
that deal with signal and information
processing in cascades of such hybrid,
analog-digital computational elements. We
alone d an experimental ba'i , coupl d
with novel unsupervised learning
algorithms, to under tand how the
conductances of a neuron's cell body and
dendritic membrane develop in time. Can
some optim ization principle be found to
explain their spatial distribution?"

MEDlCAL EDUCATION

Computer based problem solving
'xerci have been tried in medical
education with sOme success. A software (52)
is reported that not only evaluates the
performance of a medical student in solving

. a simulated immunology problem, but also
tracks the 'path' the student takes in
arriving at the solution. The point is, it is
not only important to find the solution but
also to find it by using the correct strategy.
Each student is presented with a simulated
problem of immune defect; he has to select
laboratory tests for that case. interpret test
data and arrive at a diagnosis. As he
progresses through the problem, the
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computer keeps track of the tests selected.
time between tests (to know how much time
he IS spending on analyzing and
interpreting data), diagnoses, etc. This
allows the reconstruction of the problem
solving process, i.e., the 'search-path map'.
An 'individual search-path map' is a
visualization of the sequential te t s lections
made by a student in performing <l

simulation. These chaJ"acteristic~ of
s u ccesfiful/u ns u ccess ful pro bl0m -so Iv ing
students are fed to an ANN to build internal
representations of test usage (53). A well
trElined and tested ANN correctly classified
24 out of 28 students' correct problem
solving performances (sensitivity 86~) and
correctly identified 27 out of 27 unsuccessful
students' performances (specificity 100%).

ADVANTAGES AND DRAWBACKS

Au\'antnges

Noise·Tolerance: One major advantage of
n ural networks is tolerance against noisy,
incomplete or contradictory rlata. Even jf

the input data contain~ artifacts (for
example. a badly stained blood smear that
contains stain particles in addition to the
blood cells), the network is still capable of
arriving at a meaningful interpretation of
that smear, This property is conspicuously
missing in expert systems .

Fault-Tolerance against Hardware errors:
The neural network continues to function
reasonably even if one or a few units
(neurons) are knocked out. This is because
no single neuron (unit) is· responsible for
the detection of one pattern or a fixed set
of patterns. The total knowledge about the
learned pattern is distributed over all
synaptic weights and all neurons. Therefore,
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the effect of the dropout of one neuron (unit)
is only that the classification of the whole
pattern becomes slightly uncertain; but no
single pattern is forgotten.

Sensible classification of ·unknown input:
A trained network is capable of not only
recognizing similar input pattern as that
lIsed for its training, but also can provide
useful output for completely unknown
inpu ts.

Building OWIl internal representation: rt is
possible to represent knowledge in a
network by using on ly a set of patterns. No
statistical rule need be given as the network
€xtracis the unique features of that set
during the 'learning' process,

Drawbacks

Slow Training Process: Although the
classification by a trained network is usually
very fast, the training process of a network
itself oft~n needs a large amollnt of
computing time. A complex problem mny
require hundreds of thousands of training
cycles (i tera ti ons l.

Local Minima: Supervised learnin g (back
propagation) is a non-lineiH optimization
task where all weights are variable and the
aim is to minimize the error (which is
calculated from the difference between th
actual and the desired network outputs).
Therefore the process can get stuck in a
local minimum, because all (mathematical)
learning procedures are local rules, which
use only the local information from the
surrounding landscape. (This is akin to the
problem of an inexperienced traveller
looking for the lowest point in a
mountainous region. He might get stuck in
a lo'v\! area that is surrounded by hills.
Possibly there are other lower points beyond
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the immediate hills; but he has no way of
checking that. He is thus trapped in a local
minim u m !}. Adding a momen tum term
during training solves this problem
partially.

Choice of suitable network topology: There
is no general theory which describes the
relationship between the topology
(structure, number of layers and number of
units in each layer, concavities, etc.) and
the capacity of the related network. If a
lesson cannot be learnt by a network, there
may be two reason s: either (a) th e process
got trapped by a bad local minim urn and
there is at least a better local optimum, or
(b) there is no better solution because the
network is generally unable to learn the
given lesson, If the latter is true, then one
shall have to use a network of different
topology for that purpose.

Nnmber of hidden units: It :an sometimes
by very difficult to determine in advance
the number of hidden layers and the number
of hidden units to use. Generally, it is found
by trial-and-error which can be time
consuming.

Preprocessing: Sometimes, the input data
cannot be fed to the network as such but
shall have to be preprocessed by a human
obscrver. DII ring pre-process ing, the hum an
expert decides regarding the important
features of the raw data which are to be
given a input to the network. There are
situations in which this becomes a difficult
task.

CONCLUSION

Artificial neural network theory is
dCl'ivcd from many disciplines including
neuroscience, psychology, mathematics,
physics, engineering, computer science,
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philosophy, biology and linguistics. ANNs
exploit the massively parallel local
process! ng and distributed representation
properties that are believed to exist in the
brain. The primary intent of ANNs is to
explore and reproduce human information
processing tasks such as speech, vision,
knowledge processing, motor control and
especially, pattern matching.

Though ANN is being tested in various
fields of medicine, there remains a lot of
room for its improvement and validation.
ANN is still a young discipline with neither
the body of experience nor the theoretical
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grounding that can enable us to replace the
time-tested conventional techniques. At the
least, ANN represents an interdisciplinary
effort to tackle the problem of cognition and
if the reports are any indication, it has come
to stay with medicine.

ACKNOWLEDGEMENTS

The authors are thankful to
Dr.R. S. Tyagi, Deputy Director, Computer
Facility, All India Institute of Medical
Sciences, for providing in fr8structure for
evaluation of various neural network
software and Internet access.

REFERENCES

1. Ford N. Machine learning: Neural Networks. In
Expert systems and Artificial Intelligence. An
information manager's guide. London. Library
Associat.ion Publishing Ltd 1991: p. 105.

2. Simpson PK. Introduct.ion. In Artiricial Neural
Systems: !"oundat.ions. Paradigms. Applications.
anu im plemen tatioos. Pergamon Press Inc 1990;
p, l.

3. McCulloch W. PIlls WA. A logical calcu Ius of the
ideas immanent in nervous aCiivity. BI/II Molh
Biophys 1943; 5: 115-133.

4. Hinton Geoffrev E. How neural networks learn
from experienc~? Scielltific AmerlCOIi 1992 Sep:
145-151.

5. Rosenblan F. The Perceptron: A probabilistic
model for information storage and organization
in the braia. Psychological Review 1958: 65: 386
408.

6. Cross SC. Harrison 111". Kennedy RL. Introduction
lO neural networks. Lancet 1995: 346: 1075-1079,

7. Rumelhart DE, Hinton GE. Williams R.1. Learning
internal represen tn tions by back· propage t ing
errors. Natllre 1986: 323: 533-536.

8. Jordaa M. Serial Oruer: A parallel distributed
approach. In Elman JL and Rumelhart DE cds.
Advances in Connectionisl Theory: Speech.
Hillsdale, NJ: Erlbaum 1989.

9. Hoplield J. Neural NetworkB and phygicill systems
with emergent. collective properties. Prac Noll
1I nd Sci USA 1982; 79: 2554-2558.

10. Rao V, Ra.o H. C+-I- Neural Networks and Fuzzy
Logic. New Delhi. BPB Publications 1996.

I\. Kohonen T. Self organization and assO'ciative
memory. New York. Springer Verlag 1984.

12. Baxt. WG. Application of artificial neural
networks to clinical medicine. Lancel 1995; 346:
1135-1138.

13. Blixt WG. Use of an artificial neural network for

14.

15.

16.

17.

18.

19.

20.

2J.

22.

the diagnosis of myocardial infarction. An.n Intern
Mea 1991; 115: 843-848.
Goldman L. Cook EF. Brand DA, et al. A computer
protocol to pred iet myocard ial infarctioa in
emergency department patients with chest pain.
N Engl J Med 1988; 318: 797-803.
13axt WG Skora J.Prospective validation
of artificial neural o-etlVorli: trained to identify
acu le myocardial infarction. Lancet 1996: 347:
12-15.
Kennedy RL. Burton AM, Harrison RF. Neural
networks and early diagnosis of myocardial
infarction Lancet (Letter) 1996; 347: 407.
Patil S, Henry JW. Rubnnfire M, Stein PD. Neural
notwork in the clinical diagnosis of acute
pulmon<lry embolism. Chest 1993; 104: 1685-1689.
Reinus WR. Wilson AJ, Kalman 13, Kwa8ny S.
Diagnosis of Focal bone lesions using neural
networks, Inuest Rfldiol 1994; 29: 606-611.
Gross GW, Boone JM. Greco-hunt V, Green berg
B. Neural netlVorks in radiologic diagnosis: ((
interpretation of neonatal chest radiographs.
lnue.:H Radiol 1990; 25: 1017-1023.
Kippenhan JS. Barker WW, agel J, Grady C.
Duara R. Neural·network classification of normal
and Alzheimer's disease subjects using high.
resolution and low-resolution PET cameras. J N/lcI
Me.d 1994; 35: 7-15.
deFigueiredo RJP, Shankle WR, Maccato A, et al.
Neural·network-based classification of cognilively
normal, demented, Alzheimer disease and vascular
dementia irom single photon emission with
computed tomography image data from brain. Pruc
Natl Acad Sci USA 1995; 92: 5530-5534.
Wu Y, Giger ML, Doi K, Vyborny CJ, Schmidt RA,
Metz CEo Artificial neural networks in
mammography: application to decision making in
the diagnosis of breast cancer. Radiology 1993;
187: 81-87.



342 Khan eL al Indian J Physiol Pharmacal 1998; 42(3)

23.

24.

25.

26.

27.

28.

29.

30,

31.

32.

33,

34.

35.

36.

37.

Daw~on AE. Austin RE. Weinberg DS. Nucle.IH
gracll~g of breAst carcinoma by image analysis.
Classification by multivariate and neural analysis.
Am J Cli,) Pathol 1991; 95 (Suppll): 29-37.
Dybowski R. Gant V. Artificial neural networks
in pathology and medical laboratories. Lancet
1995; 346: 1203-1207.
Rosenthal DL. Mango L. Acosta DA Peters HD.
"Negative" pap smears preceding c;1r~inoma of the
cervix: rescreening with the PAP ET sy ·tem. Am
J Cli" PatllOl 1993; 100: 331. .
Boon. ME. I<ok LP. Neural network processing can
provide mean~ to catch errors Lh~t slip through
hUUlan screening of pap SUlCal'S. Dlngl/ Cytopal/lOl
1993; 9: 411-416.
rurlong JW. Dupuy ME, Heinsimer JA. Neural
ne.t\\:ork analysis of serial cardiac enzyme data: a
clinical application of artifical machine
intelligence. Am J C/in Path 1991; 96: 134-141.
Reibnegger G, Weiss G, W mer-Felmayer G
Judmaier G, Wachter H. N ural networks as ~
tool for utilizing laboratory information:
C?lllparison with linear discriminant iloalysis and
WIth classification and regression trees. pro~ Natl
Awd Sci USA 1991; 88: ))426-11430.
Edenbrandt. L, Beden n. PahJm O. Neural
networks for analysis of EeG complexes.
J Electrocardiol 1993; 26 (Suppl): 71.
B()rLo.J~n ~. Willems JL. Diagnostic ECG
clllssJflcaLlon based on neural networks
J Ell! lrocardinl 1993; 26 (Suppll: 75-79. ...
Edcnhranrlt L. Devine B. Macfarlane PW.
Classification of electrocardiogrophic ST·T
segments human expert vs. IIrtificial neural
network. EliI' Hearl J 1993; 14: 46<1-468.
Yang Tf. Devine B, Macfarlane PW. Deterministic
logic versus software· based artificial neural
networks in the diagno'is of atrial fibrillal.ion.
J Elec/rocardiol 1993; 26 (Supp)): 90-94.
Eberhart Re. Dobbins RW. Case study 1: Detection
of Electroencephalogram Spikes. In Eberhart and
Dobbins eds. Neural Network PC tools. A practical
guide. i\cildemic Press 1990.
Webber WRS. Lesser RP. Richflrdson RT. Wilson
K. t\':' .upproach to seizure detection using lin
al'tlfICl<,l neural network (ANN).
Electrocncephulogr elin Neurophy.,iol 1996; 98:
250-272.
Webber WR . LiLt B, Wilson 1<, Lesser RP.
Practical detection of epileptiform discharges
(EDs) II) lhe EEG using an artificial neul'1l'l
ne}\Vork : a comparison of raw and parameterized
EEG data. ElriClroencephalogr Clill Nellrophy.~i()1

1994; 91: 194-204,
AndereI' P, Saletu B. I<loppel B. Semlitsch HV
\Veroer 1-1. Discri m i on ti on between de me n ted
p:llients lind normals based on topographic BEG
slow wave IlcLivity : comparison between
z sLatistics, discriminant analysis and arti~icilli.

neural network c1assi (jers. Elect roenceph.{J.logr
elm Neurophysiol 1994; 91: 108-1 J7.
Chen JD. Lin Z. Wu Q, McC;tllum RW. 'Non
invasive identification of gastric contractions from
surface electrogastrogram using back.propagation
neu ra I neLworks. Med Eng Phys 1995', 17 (3):
219-225.

38.

39.

40.

41.

42.

43.

44

45.

46.

47.

48.

49.

50,

51.

52.

63.

Chll~. J, Atalan E. Kim SB. Kim HJ, Hamid ME.
TruJllo ]VIE. Magee JG. ~hlnfio GP, Ward AC,
Goodfellow M. Rapid identification of
streptomycetes by artifical neural network
analysis of pyrolysis mass spectra. FEMS
J\-ficrobiol Lell 1993; 114: 115-119.
Ebell I'll H. Artificial. neural networks for predicting
fad,;,re to survive following in-hospital
cardJOpulmonary resuscitation. J Fa,nJ Pract 1993'
36: 297-303. '
Snow PB, Smith DS. Catalona WJ. Artificial
neurailletworks in the diagnosis and prognosis of
prostaLe cancer: a pilot study. JUral 1994' 152 (5
Pt 2): 1923-1926. >

Doyle HR. Dvorchik I, Mitchell S. Marino IR.
Ebert FH. McMichael J, Pung JJ. Predicting
outcomes after liver transplantation : a
connection ist approach. A 1/ II Surg 1994; 219:
408 -415.
Wang HJ, Jabri MA. Artificial neural network·
based channel selection and loudness mapping.
AnI! 0101 Rhinol La.rYlIgol 1995; 166(Suppl):
381-384.
Partin AW. Adam JB. Moore RG. Kavo\lssi LR.
Complete robot-as isted laparoscopic urolo"ic
surgery: A preliminary report. J 1\m Goll S::rg
1995; 181: 552-557.
Kavoussi LR, Moore RG, Adams JB. Partin AW.
Compari on of robotic versus hUlllilll laparoscopic
camera control. J Urnl 1995: 154: 2134-2136.
'raylor JG. Neural Net Demonstrators. In 'The
promise of neural networks (by JG Taylor).
London, Springer-Verlag 1993 : p.9-23.
Narus S, Egbert T, Lee TK, Lu J. Westenskow D.
Noninvasive blood pressure monitoring from the
supraorbital artery using an artificial neural
network oscillometric algorithm. J Clin Manit
1995: 1 I (5): 289-297.
Linkens DA, Rehman BU. Neural network
controller for depth of ana~SLhesia. [n Page GF,
Gomm JI3, Williams D. cds. Application of neural
networks to modelling and control. Chapman &
Hall 1993.
Holbr.ook SR, Musknr SM. I<im S-I-I. Predicting
protem strucLurnl features with artificial neural
networks. In Lawrence Hunt.or cd. Artificial
Intelligence & Molecular Biology. AAAI Press/MIT
Press 1993: p.161-194.
Barlow H. The neuron doctrine ill perception. In
Gl!zzaniga MS. ed. The Cognitive Neurosciences.
MIT Pres 1995: p. 415-435.
Mehtel MR, Dasgupta S. Vllal GR. A l\eural
network model for kindling of focal epilepsy. Bioi
Cybern 1993; 68: 335-340.
Koch C. Computation and the single neuron.
Natllre 1997: 385: 207-210.
Slevens RH. Cognitive structures of experts and
novIces. Search path mapping: A versatile
npproach for visualizing problem- solving
behaviour, Acad Med 1991; 66 (9)(Suppl):
873-75.
Stevens RH, Najafi K. Artificial neural networks
as adjuncts for assessing medical students'
problem solving performances on computer-based
simulations. Comput Biomed Reb 1993; 26:
172-187.


