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But these uses of computer, impressive as
they are, may gradually appear less
important. In the quest to understand and
duplicate the elements that constitute
human intelligence computer technology has
taken a bold step ahead. From just being
able to perform complex tasks much better
and faster than the brain, the computer is
now making attempts to emulate capabilities
of human intelligence such as pattern
recognition, vision, innovation and
creativity. It is steadily evolving from the
status of a machine to that of a responsible
and respectable partner. Attempts are going
on to make the computer capable of not only
assisting man in doing certain tasks but
doing that job itself independent of human
beings. This level of performance is
becoming increasingly possible by the use
of ARTIFICIAL NEURAL NETWORK
(ANN). In this paper we have attempted to
explain how ANN and some facets of its
functioning. Use of ANN in different fields
of medicine has also been dealt with.

Whenever cognitive abilities of computer
are discussed, doctors usually think of
software for clinical diagnosis or
interpretation of investigative data. But
such software has often been found to be
unsatisfactory for the needs of doctors. Most
of the programs available with doctors are
Expert Systems (ES). Now ANN s
increasingly proving its promise as a better
alternative in medical diagnosis and
treatment. In the subsequent few
paragraphs it has been attempted to explain
how the expert system functions better than
the conventional algorithm-based programs,
and also how ANN is better then expert
systems.

Expert systems (knowledge-based
systems) also simulate an aspect of human
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cognition. An expert system is a computer
program that embodies “expertise” about
something and is supposed to be capable of
reasoning like an expert. The knowledge is
stored as rules (heuristics) of IF.. THEN
format. This is based on the assumption that
human experts handle problems through
such heuristic (rule-based) techniques.
Heuristics are rules of the thumb often used
by human experts. In contrast, conventional
algorithms written for computer programs
represent procedures, that, if followed
meticulously will eventually produce a
solution to the problem, but need more time
and processing effort than heuristics.
Heuristics are shortcuts which, if they
manage to produce a solution, are likely to
do so in less time and with less processing.
Let us consider a problem and see how a
solution can be found using algorithm as
well as expert system-based solutions.

Problem : To find the book titled "Neural
Network” in a library. [Shelf “A” contains
books with titles starting with letter “A™ and
so on.]

(Two types of solutions are possible. Boih
are described below.)

Algorithmic solution

Step 1 : Find Shelf A book 1, compare the
title with Neural Network. If book
is found, stop searching. Otherwise
do the next step.

Step 2 : Find Shelf A book 2, compare the
title with Neural Network. If book
is found stop searching. Otherwise
do the next step.

Step 3 : Find Shelf A book 3, cornpare the
title with Neural Network. If book
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is found stop searching. Otherwise
do the next step.

.......................

Continue till end of shelf Z (last book)or
the book 'Neura] Network' is found.

Heuristic solution

First, check the books in shelf 'N'.
If not found, then check in ‘M’ or ‘O

The rule used is: If the book "Neural
network” is not found in the shelf 'N’ then
it might be tn alphabetically nearby shelves
(‘M or ‘O’)

To compare an expert system with ANN
we will take another problem as an example.

Problem: To identify an apple.

One might give the following rule to an
expert system.

JF shape of the subject is round and its color
is red and it is a fruit, THEN it is an apple.

The rule may be made more elaborate by
including more features of the ‘apple’ or
more rules may be added. After exhausting
all reasonable rules, one might safely
consider that this expert system contains
most of the knowledge regarding an apple.

However, there is a snag. It is possible
that some other object has al)l the
characteristics that are specified in the
rules, and is yet not an 'apple'. If such an
object is presented to this "expert system”,
shall it not make a mistake and consider
this object to be an ‘apple’? On the other
hand, some special varieties of apple may
not have some major features of commonly
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available apples. Hence while framing rules
one needs to include also rare situations,
and this task of bringing rare situations
under the umbrella of rules becomes a
difficult task.

This is the point at which ANN
significantly differs from the expert system
(ES). ANN does not work on the indirect
basis of rules provided to it; it is directly
“trained" by examples. For the apple
recognition problem, the ANN shall have to
come across a number of apples using
suitable and adegquate number of interfaces.
During these exposures (training), the ANN
shall extract features that constitute
"appleness”. In other words, unlike ES
where knowledge is made explicit in the
form of rules, ANN generates its own 'rules’
by learning encounters. Rather than being
programmed, the neural networks are
‘trained’ by presenting sets of inputs. In
contrast, ES uses a logically complete set of
rules that are followed sequentially to
produce an output from a set of inputs.
While processing data an ES takes a serial
or sequential progression through a number
of IF-THEN rules; in contrast, the
processing in ANN is of the parallel type
analogous to that in the brain. Acquiring
the knowledge base for an expert system is
a very difficult process. The effectiveness
of the expert system is totally dependent
upon the completeness and accuracy of the
rules. On the other hand, the rules in an
ANN are implicit in the training data
provided to the network, But still, expertise
is needed to ensure correct feeding of data
to the network.

Especially in the case of problems that
might require a very large number of rules
to be handled by an expert system, ANN is
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a good alternative. For example, using ANN
techniques, a speech recognition system
NetTalk (1) learnt to recongize an almost
unlimited vocabulary from a small training
set of words. It has been estimated that this
performance would require some 300,000
linguistic rules if attempted by an expert
system,

Before describing ANN, it would be
appropriate to look into some of the most
important functional modalities of computer
and brain. The computer performs step-wise
algorithms (programs) sequentially one after
the other and stores information at some
particular locations in its memory-unit. The
computer is controlled by a complex Central
Processing Unit (CPU) which is located
on a silicon chip and is capable of
arithmetic (addition, subtraction, etc.) and
some logical operations (i.e., comparison and
discrimination between two given quantities
and to decide whether a statement is true
or false). On the other hand, the brain relies
on highly distributed representations and
transformations operating in parallel and
appears to store information in variable
strength connections called synapses (2). In
contrast to the CPU in computer, the brain
carries a distributed control through billions
of densely interconnected neurons (each
neuron may be considered a simple
processing unit). [t is this “parallel
distributed processing” in the brain that sets
it apart from any traditional computer.
Conventional computer does some tasks
(numerical computation, fast repetitive
operations) better than the brain, but is
incapable of handling information that is
fuzzy, probabilistic, noisy, inconsistent, or
mutually interacting. Especially in areas
requiring pattern recognition ability by
interpreting the pattern of signs, symptoms
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and images (e.g., in diagnosis of diseases)
it 1s a poor substitute. With appreciation of
this limitation, the computer scientists took
the hint from neurophysiology and started
building systems modeled after the structure
of brain. The intention was to impart some
cognitive abilities to these systems.

The starting point for studying ANN 1is
a model of a cell of the living brain: The
Neuron. The model was first suggested by
the neurophysiologist Warren McCulloch
and the logician Walter Pitts (3). In 1943,
they developed a simple model of variable
resistors and summing amplifiers that
represent the variable synaptic connections
and the operation of the neuron body (soma)
respectively. It is the influence of this model
that sets the mathematical tone of what is
being done today.

In the human brain, a typical neuron
collects signals from others through a host
of fine structures called dendrites. The
neuron sends out spikes of electrical activity
through a long, thin strand known as axon,
which, at its end, splits into thousands of
branches. At the end of each branch, a
structure called synapse converts the
activity from the axon into electrical effects
that inhibit or excite activity in the
connected neurons. When a neuron receives
executory input that is sufficiently large
compared with its inhibitory input, it sends
a spike of electrical activity down its axon.
Learning occurs by <c¢hanging the
effectiveness of the synapses so that the
influence of one neuron on another changes (4).

Artificial Neural Networks (ANN) are
computer models inspired by the structure
and behavior of biological neurons. They go
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are also capable of associative memory, that
ig, they are capable of completing the
information in a stored record in response
to the presentation of part of that full
record. This is important, since associative
memory forms an integral part of human
behavior, e.g., recognizing a friend by seeing
only a part of his face. These nets are called
Hopfield nets.

Supervised learning

ANNs usually operate in one of three
modes. Initially, there exists a training
phase in which connection-weights are
adjusted until the network produces the
desited output. After training, the network’s
performance is tested against sets of inputs
whose outputs are known. Testing procedure
is important to understand if the ANN has
really generalized from the examples instead
of simply memorizing them. Only when the
test performance is acceptable, it becomes
operational, that is, capable of performing
the task it was designed and trained to do.
The training phase can be either supervised
or unsupervised. In supervised learning,
there exists information about the correct
or desired output for each input training
pattern presented. Back-propagation is an
example of supervised learning discovered
by Rumelhart (7). In this type of learning,
ANN is trained on a training set consisting
of inputs (the problems that the ANN has
to solve) and the desired outputs (the ideal
solutions). Initially the actual computed
output of the ANN (the result of all the
serial and parallel information flow through
the network) may not match with the
desired output. In other words, the network
fails to find the correct solution in the first
attempt. During training, the weights inside
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the ANN are modified in such a way as to
minimize the error between the desired and
the computed output of the network (4). This
process might take a large number of
iterations to converge but, if the training is
successful, the network becomes capable of
performing the task.

Briefly, a stimulus can be given to the
system (ANN) by initially activating a
particular selection of input-level units. This
activation is propagated throughout the
network via executory and inhibitory
activation links (connections) until output-
level units are activated. If the actual
output does not match with the desired
(ideal) output, the system adjusts the
weights of connections, by using some
mathematical learning procedure, in such a
way as to produce a better output next time.
Over many cycles (iterations), the system
will finally settle into a stable state, upon
which the training phase is terminated. At
this point it could be said that the ANN
has finally learnt the task from the given
examples. The system can now handle novel
inputs, which are different from the
examples used to train the system, to
produce accurate outputs. This process may
be compared with the way a child first
learns to hold an object. The child sees the
object, tries to grasp it, makes many futile
movements of hands, before it finally holds
the object. Its performance improves over
repeated attempts and finally succeeds.
Once it learns, it can repeat the same task
with utmost ease.

Learning without supervision

The most popular method of training an
ANN (supervised learning using back-
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learning ability, it can be used in those
cases where it is possible to specify the
inputs and the outputs but difficult to define
the relationships between them. Not only
that, it continues to learn while in
operation. An ANN is insensitive to
disturbing noise. [t picks up only the
relevant information from 'noisy' data. Such
a feature makes ANN suitable for diagnostic
purposes where much unnccessary data
need to be filtered out (for example, in case
of an ill-stained smear or a badly developed
radiograph). Lastly, ANNs are 'robust’
against failure of individual 'neurons’
(units). If one or more 'units' arc lost or
damaged, the network is still capable of
doing reasonably well the task which it had
learnt before the damage. This is because
the knowledge is not localized in any
particular ‘'unit‘, but is distributed
throughout the network. All these features
make ANN more likely to succeed in solving
those medical problems which traditional
computers cannot.

The field of medicine abounds in
problems where signs, symptoms or
parameters of one disease averlap with those
of another and therefore, traditional
statistical techniques (for example,
discriminant analysis) do not help (68). The
physician has to make a diagnosis on the
basis of his/her experience. Could such a
human feat (which is not based on
mathematical rigor) be emulated by some
electronic mechanism? As would be evident
from a number of studies by researchers in
different areas of medicine, ANN is a
plausible answer.

ANN is being used in various fields of
medicine. Its performance has becn
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compared with different statistical methods
and, more importantly, with that of the
experts in the concerned fields. In many
situations the performance of ANN is better
or at least comparable.

CLINICAL DIAGNOSIS

Clinical diagnosis is an area where ANN
approach has been applied for more than 5
years (12). Acute myocardial infarction
(AMI) was one of the earliest applications
(13). Because of the life-threatening nature
of this disease, physicians tend to be
overcautious and make a significant number
of false positive diagnoses. It has been
shown in a multicenter Chest Pain Study
that physicians had a sensitivity of 87.78%
but specificity of only 71% in diagnosing
AMI, while a computer protocol that used
Classification and Regression Tree (CART)
could achieve a sensitivity of 88% and a
specificity of 74% (14). However, better
results were obtained by ANN in a study
conducted at the emergency department of
San Dicgo Medical Centre. In this study,
an ANN was trained on the clinical pattern
sets retrospectively derived from the cases
of 351 patients hospitalized with high
like]ihood of having myocardial infarction.
prospectively tested on 331
consecutive patients presenting with
anterior chest pain. The ability of the ANN
was compared to that of the physicians in
diagnosing AMI. The physicians had a
diagnostic sensitivity of 77.7% and a
specificity of 84.7%. The ANN had a
sensitivity of 97.2% and specificity of 96.2%
(13). This initial prospective study was
extended to include 1070 patients 18 years
or older presenting with anterior chest pain

It was
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pathologic diagnoses. Overall, the network
was 85.3% accurate in distinguishing benign
from malignant lesions. It correctly
identified 163 of 217 (75.1%) lesions as
malignant lesions and 442 of 492 (89.1%)
lesions as benign. It was 56% accurate for
the specific diagnosis; and with a nine-lesion
differential diagnosis, the network included
the correct diagnosis in the list 87.3% of
the time. The network showed overatl good
discrimination between benign and
malignant lesions, but failed to identify
malignant Jesion as malignant nearly 25%
of the time. This is unacceptable for clinical
practice. The authors opine that even if the
sensitivity of the network is not currently
adequate for use as a screening device, the
human observers might not have performed
any better than the ANN. The performance
of the network appeared to be more strongly
related to how distinctive each pathologic
type was radiographically than to the
number of cases available for training. It
means that while training for the diagnosis
of a particular disease, cases as varied as
possible (having the same diagnosis) should
be fed. The authors have suggested that
neural networks may also be used as
consultants to practising radiologists and as
teaching tools for resident training.

ANN has also been tried for interpreting
chest radiographs (19). The input to the
ANN was in binary form: for example, if
cardiomegaly was present the input unit
representing this trait was set to one; if
not present the unit was set to zero. The
network was trained to choose one or more
diagnoses from a list of 12 possible
diagnoses, based on 21 radiographic
observations made on a series of neonatal
chest radiographs. The performance of the
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trained network was compared with two
experienced radiologists. It was found that
the network agreed well with each
radiologist individually, and this was
greater than the agreement between the two
radiologists. The authors hope that the
subsequent studies will demonstrate
superiority of ANN over other health care
personnel (general diagnostic radiologists,
radiology residents and paediatricians).
When such ANNs are sufficiently improved
in performance and become available
conveniently to the radiologists or clinicians,
they appear to enhance the overall analysis
of the chest radiographs significantly by
increasing the consistency and accuracy of
working diagnoses.

Where expert systems have not done so
well, ANNs seem to succeed and hence have
been used in various domains of imaging
including PET (20), SPECT (21) and
mammography (22).

In pathology also, picture processing
ability of ANN makes it very suitable for
use in classification of histology/cytology
specimens. The image under the microscope
can be easily 'captured’ using a video camera
and then digitized in the computer (that is,
the image is translated into the machine
language of computer). From the dizitized
data it is possible for a neural network to
(i) identify the 'objects' in the slide, (ii)
categorize the features of diagnosic
significance and (iii) classify the sample.
Alternatively, ANN can be used for only the
last step, classification, based on the
features detected and graded by human
observers. In the previously discussed
paragraphs on ANN and radiological images,
classification was done in some cases by
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human experts. It must be remembered that
how well the network classifies the sample
will depend upon correct human observation
of object features. Input of poor data shall
lead to deterioration of ANN performance.
Therefore, to train an ANN properly, good
examples have to be fed to it. Secondly, for
bettcr Jearning the examples given to the
network for training should be more in
number and of varying features. Experience
is as important for an ANN as it is for
human beings.

The problem of detecting breast cancer
from cytologic/histologic data has been decalt
with the aid of ANN. ANN classification of
breast carcinomas from biopsies on the basis
of nuclear morphology has been achieved
(23) and the result is at least as good as
the Bayesian method (multivariate analysis)
of classification. In this study, it was shown
that a custom-made neural network made
by an experienced researcher worked better
than the commercially available program
used by less experienced researchers.
Cervical (Papanicolaou) smear screening is
a task, which due to the sheer load of labor
involved, calls of automation. It is very
important to eliminate the false negative
results; as with each falsc¢ negative veport,
one malignant case remains undetected. And
the element of human error must be kept
in mind while addressing the
negativity issue, especially the cases where
the cytologist repeatedly (ails to identify the
very few abnormal cells in a smear (24).
However, because of many factors including
bad smear, large variations inside a normal
smear, overlap and clustering of cells,
smear-examination could not be subjected
to standard rules and hence, could not be
automated. Only recently, ANNs have been

false-
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designed to classify cells of cervical smears.
A neural network system called PAPNET is
commercjally available and has been proved
to be useful for assisting the cytopathologists
in screening of cervical smear (25, 26).

CLINICAL CHEMISTRY: And other iaboratory

data management systems

ANN has been successful for prediction
of acute myocardial infarctions from serial
cardiac enzyme data (27). Reibnegger ct al
(28) developed a back-propagation network
for classifying liver diseases — fatty liver,
chronic persistent hepatitis and chronic
aggressive hepatitis, based on clinical
chemistry data, i.e., urinary neopterin,
serum levels of transaminases (AST, ALT)
and AST/ALT ratio. None of these lab
paramecters is individually capable of
discriminating all the three diseases. Using
all the four variables as input, the network
correctly classified 31 out of 42 cases.
However, even if a parameter (AST/ALT
ratio) was deleted from input-data, the
network was able to produce the same level
of classification i.e., 31 out of 42. This
characteristic property was not seen in case
of other statjstical methods (discriminant
analysis, classification-and-regression tree),
suggesting that the neural networks are
uniguely capable of extracting important
hidden features (in this case, the ALT/AST
ratio) from given data.

WAVEFORMS

Waveform data (e.g., ECG, EEG. EMG),
being patterns, are amenable to analysis by
neural network models. A network was
trained on 12107 ECGs from patients with
myocardial infarctions (MI) regarding 25
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features of the QRS complex from ECG leads
V,, V, and V,. With more than 90% of
specificity, the network had a sensitivity of
about 68% in detecting MI (29). Another
network (feed-forward, back-propagation)
(30) was used for solving the problem of
diagnostic classification of resting 12-lead
ECGs. The network was trained and tested
on 3253 ECGs from seven classes of subjects:

normal; left-, right-and biventricular
hypertrophy; anterior-, inferior- and
combined myocardial infarction.

Sensitivities and specificities, respectively,
werc: normal 90.2% and 92.5%, left-
ventricular hypertrophy 59.3% and 98.2%,
right ventricular hypertrophy 31.2% and
88.9%, biventricular hypertrophy 84.4% and
89%, anterior myocardial infarction 51.6%
and 97.8%, inferior myocardial infarction
86.3% and 91.1%, and combined myocardial
infarction 47.1% and 95.3%.

The use of ANN ways assescd for ECG
classification on the bases of 12 ST-T
segment features, i.e., ST slope, ST-J
amplitude, the positive and negative
amplitude of the T wave and 8 time-
normalized amplitudes of ST-T segments.
After training, the network correctly
classified 399 of 500 ST-T segments of the
test set, a resuvlt comparable with that
obtained by a human expert on the same
test set (correct classification of 428 out of
500). On comparison with conventional
criteria for classification of ST-T segment
with ST elevation, it was found that, with
simijar sensitivity, the ANN performed with
a specificity of 97% versus 68% of
conventional criteria (31). These results
are promising, indicating that neural
networks could prove to be useful tools
if incorporated into conventional
interpretation programs.
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A comparison was made between ANN
and Glasgow 12 lead ECG interpretation
program that uses deterministic logic in the
diagnosis of atrial fibrillation (AF) (32). At
a particular point in the Glasgow program
a decision has to be made as to whether AF
or sinus rhythm with supraventricular or
ventricular extrasystole is present. The
same input parameters used for the
deterministic logic at that point were also
used to train the neural networks. The
result from the test set showed that the
neural nectwork has an equivalent
perfarmance to well developed deterministic
logic. The authors opine, “many years of
experience required to produce a section of
deterministic logic to report atrial
fibrillation can be replaced rather quickly
by a neural network that performs
essentially in an equivalent manner to the
original logic.”

High priced labor (qualified ncurologists)
involved in interpretation of multi-channel
EEG data, and the need to reduce the
amount of data that must be recorded from
each patient, are two important reasons that
drive the attempts to automate online (real-
time) detection of EEG spikes and detection
and prediction of epileptic seizures. The
literature describes in detail the application
of ANN for EEG analysis (33, 34). Webber
et al (34) have developed an ANN for seizure
detection from EEG data. Tt contains 31
input units that represent amplitude, slope,
curvature, rhythmicity and frequency
components of EEG data in 2 sec
epochs. The hidden layer consists of 30
units. The output layer has 8 units
representing various patterns of EEG
activity (e.g., seizure., muscle, noise,
normal). The value of the output
unit representing seizure activity is
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averaged over 3 consecutive epochs and a
seizure is declared when that average
exceeds 0.65. Among 78 randomly selected
files from 50 patients (not in the original
training set), the detector declared at least
one seizure in 76% of 34 files containing
seizures. It declared no seizure in 93% of
44 files not containing seizures. It had an
overal false detection rate of only one per
hour. Though there is still scope for
improvement, it shows that ANN can be
utilized to provide a practical approach for
automatic, on-line seizure detection. In a
previous study (35) a 3 layer feed-forward
ANN was developed for detection of
epileptiform discharges (EDs). It was
trained on EEG records which were
identified by an electroencephalographer
(EEGer). The study showed that ANNs offer
a practical solution for automated, real-time
ED detection that wuses standarg,
inexpensive computers (80486, 33 MHz,
personal computer), is easily adjustable to
individual EEGer style and can produce
sensitivities and selectivities similar to
those of the EEGers. Anderer et al (36)
trained a feed-forward network to analyze
17-clectrode EEG patterns and diagnose
dementia. ROC analysis showed that the
ANN performed better than statistical
methods (Z-statistic and discriminant
analysis).

An interesting paper by Chen et al (37)
describes the application of ANN in
electrogastrogram (EGG) which jis a
noninvasive method of identifying gasatric
contractions using surface electrodes placed
on abdominal skin over the stomach. In the
study, gastric contractions detected by the
EGG were simultaneously compared with
the pressure changes in an intraluminal
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manometric probe. The waveform data of
EGG produced from five patients were used
as input to the network (feed-forward with
back-propagation Jearning, which contained
64 input units, 10 hidden units and 2 output
units). The network showed an overall
accuracy of 92% in identifying gastric
contractions from EGG data, a result that
is certainly going to interest workers in the
fields of basic and clinical gastroenterology.

MICROBIOLOGY

Paralysis mass spectrometry (PMS) is a
specialized area of microbiology in which the
potential of ANN has been demonstrated
(38). PMS involves thermal degradation of
a sample and analysis of the resultant
fragments to identify the sample. Chun et
al (38) trained a network to differentiate
three different species of Streptomycetes
using PMS data. The ANN was proved to
be 100% successful,

OUTCOME PREDICTION

For reasons academic as well as
financial, outcome prediction of a patient’s
clinical condition/profile, his stay in the
hospital, etc. are becoming increasingly
important and neural networks have been
used for this purpose. A network can be
trained on clinical variables and used
to predict survival of patients who
undergo some medical procedure e.g.,
cardiopulmonary resuscitation (39). A
neural network has been trained on age,
sex, beart rate, respiratory rate, mean
arterial pressure, clinical and other clinical
variables from 218 patients undergoing
CPR. The trained network had a sensitivity
of 52.1% and a positive predictive value of
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